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Abstract 
Computational drug repositioning, which involves identifying new indications for existing drugs, is an increasingly attractive research 
area due to its advantages in reducing both overall cost and development time. As a result, a growing number of computational drug 
repositioning methods have emerged. Heterogeneous network-based drug repositioning methods have been shown to outperform other 
approaches. However, there is a dearth of systematic evaluation studies of these methods, encompassing performance, scalability and 
usability, as well as a standardized process for evaluating new methods. Additionally, previous studies have only compared several 
methods, with conflicting results. In this context, we conducted a systematic benchmarking study of 28 heterogeneous network-
based drug repositioning methods on 11 existing datasets. We developed a comprehensive framework to evaluate their performance, 
scalability and usability. Our study revealed that methods such as HGIMC, ITRPCA and BNNR exhibit the best overall performance, as 
they rely on matrix completion or factorization. HINGRL, MLMC, ITRPCA and HGIMC demonstrate the best performance, while NMFDR, 
GROBMC and SCPMF display superior scalability. For usability, HGIMC, DRHGCN and BNNR are the top performers. Building on these 
findings, we developed an online tool called HN-DREP (http://hn-drep.lyhbio.com/) to facilitate researchers in viewing all the detailed 
evaluation results and selecting the appropriate method. HN-DREP also provides an external drug repositioning prediction service for 
a specific disease or drug by integrating predictions from all methods. Furthermore, we have released a Snakemake workflow named 
HN-DRES (https://github.com/lyhbio/HN-DRES) to facilitate benchmarking and support the extension of new methods into the field. 
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Graphical Abstract 
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INTRODUCTION 

The traditional process of designing and discovering new drugs is 
time-consuming, costly and risky [1]. In light of these challenges, 
computational drug repositioning (also known as drug repurpos-
ing), which aims to find new indications for approved and clinical 
drugs, has emerged as an alternative to traditional drug discovery 
[2]. Because these drugs have safety, efficacy and tolerability data 
from preliminary testing and clinical trials, drug repositioning can 
facilitate drug discovery and reduce overall development costs 
[3]. Therefore, drug repositioning is an effective strategy for drug 
discovery and is increasingly becoming an attractive research 
topic [4]. 

With the development of multiomics data, high-throughput 
sequencing technologies and continuously updated databases, 
an abundance of computational methods have been proposed to 
predict potential drug–disease associations for drug repositioning 
[4–8]. Heterogeneous network-based approaches, which utilize the 
relationships among biomedical entities to construct heteroge-
neous networks with the ability to integrate multiple data sources, 
are widely used in drug repositioning research [4, 9–11]. Moreover, 
these approaches have been shown to outperform other methods 
by capturing similar information in different biological networks 
as drug and disease features to improve the accuracy of drug 
repositioning and have thus become the predominant and widely 
embraced choice in this field [5, 12, 13]. Therefore, in this paper, we 
focus on recent heterogeneous network-based drug repositioning 
methods. 

Current heterogeneous network-based methods can be roughly 
divided into three categories based on their algorithm: machine 
learning-based methods, network propagation-based methods 
and matrix completion or factorization-based methods [14, 15]. 
Furthermore, methods derived from heterogeneous networks 
can be broadly categorized based on their underlying network 
structures into bipartite networks-based methods, tripartite 
networks-based methods and other complex networks-based 
methods. For instance, the ANMF [16] devised by Yang et al. is 
anchored in the bipartite networks-based method (drug-disease); 

the HINGRL [12] developed by Zhao et al. is an example of tripar-
tite networks-based method; while Daniel et al.’ Drug2ways [17], 
leveraging knowledge graphs, is considered to be other complex 
networks-based methods. Considering the preponderance of 
heterogeneous network-based methods are either bipartite or 
tripartite, our investigation predominantly explores these two 
categories. 

These computational methods use the principle of ‘guilt-by-
association’ to discover new indications of existing drugs [18, 
19], which assumes that similar drugs are associated with simi-
lar diseases and vice versa. While all network-based drug repo-
sitioning methods share a common goal of finding new indi-
cations for existing drugs, they differ in terms of underlying 
algorithms and needed input data. With the increasing num-
ber of heterogeneous network-based drug repositioning meth-
ods being developed, researchers new to the field or wishing 
to analyze new datasets are faced with a multitude of method 
choices, and it is not clear which method will best address their 
problems. 

Given the diversity of heterogeneous network-based drug 
repositioning methods, it is important to quantitatively assess 
their performance, scalability and usability. However, the existing 
methods have only been compared with several methods in some 
studies, and there are conflicting results in different studies. For 
example, while Xie et al. [14] contend that the BNNR method 
outperforms HGIMC, other researchers, such as Yang et al. [15] 
and Yan et al. [20], argue that HGIMC surpasses BNNR in terms of 
performance. A recent review study evaluated the AUC and AUPR 
values of 11 drug repositioning methods based on heterogeneous 
networks on two datasets [10]. However, the paper was limited 
in its scope, as it only evaluated the predictive performance of 
these methods. The scalability and usability of these methods 
were not compared or analyzed. To the best of our knowledge, 
a comprehensive comparison of heterogeneous network-based 
drug repositioning methods across a large number of different 
datasets is still lacking, and the criteria for the evaluation and 
comparison of methods vary. More importantly, the strengths and 
weaknesses of existing methods must be assessed to guide the
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Table 1: Drug repositioning methods based on heterogeneous networks in this study 

Method Platform Networks Algorithms Category Reference 

ANMF Python Bipartite network 
(drug–disease) 

Autoencoder Machine Learning [16] 

BNNR Matlab Bipartite network 
(drug–disease) 

Nuclear norm regularization, ADMM Matrix Completion [5] 

DDAGDL Python Tripartite network 
(drug-disease-protein) 

Geometric deep learning, XGBoost, autoencoder Machine Learning [21] 

DDAPRED Python Bipartite network 
(drug–disease) 

Logistic matrix factorization, similar network fusion Matrix Factorization [22] 

DDA-SKF Matlab Bipartite network 
(drug–disease) 

Similarity kernel fusion, Laplacian regularized least 
squares 

Machine Learning [23] 

deepDR Python – MDA, cVAE Machine Learning [24] 
DRAGNN Python Bipartite network 

(drug-disease) 
GNN, attention, MLP Machine Learning [25] 

DRHGCN Python Bipartite network 
(drug–disease) 

Graph convolutional network Machine Learning [6] 

DRIMC R Bipartite network 
(drug–disease) 

Logistic matrix factorization Matrix Completion [26] 

DRPADC Matlab Bipartite network 
(drug–disease) 

WKNKN, CKA-MKL Matrix Completion [14] 

DRRS Matlab Bipartite network 
(drug–disease) 

SVT, nuclear norm minimization Matrix Completion [13] 

DRWBNCF Python Bipartite network 
(drug-disease) 

MLP, weighted bilinear aggregator Machine Learning [27] 

GROBMC Matlab Bipartite network 
(drug–disease) 

Laplacian graph regularization, nuclear norm 
minimization, PPXA 

Matrix Completion [28] 

HGIMC Matlab Bipartite network 
(drug–disease) 

HGBI, bounded matrix completion, Gaussian radial basis, 
ADMM 

Matrix Completion [15] 

HINGRL Python Tripartite network 
(drug–disease-protein) 

Random walk, autoencoder Network Propagation [12] 

HNRD Python Bipartite network 
(drug–disease) 

Neighborhood information aggregation, Neural network Machine Learning [29] 

iDrug Matlab Tripartite network 
(drug–disease-target) 

Cross-network embedding, multiplicative update 
minimization 

Network Propagation [30] 

ITRPCA Matlab Bipartite network 
(drug-disease) 

WKNN, TRPCA Matrix Completion [31] 

LAGCN Python Bipartite network 
(drug–disease) 

Graph convolutional network Machine Learning [32] 

MBiRW Matlab Bipartite network 
(drug–disease) 

Bi-random walk Network Propagation [33] 

MLMC Matlab Bipartite network 
(drug–disease) 

Laplacian graph regularization, ADMM Matrix Completion [20] 

MSBMF Matlab Bipartite network 
(drug–disease) 

Bilinear matrix factorization, ADMM Matrix Factorization [11] 

NMFDR Matlab Bipartite network 
(drug–disease) 

Non-negative matrix factorization, Similarity Network 
Fusion 

Matrix Factorization [34] 

OMC Matlab Bipartite network 
(drug–disease) 

Nuclear norm minimization, ADMM,KNN Matrix Completion [35] 

SCMFDD Matlab Bipartite network 
(drug–disease) 

Similarity constrained matrix factorization Matrix Factorization [36] 

SCPMF Matlab Bipartite network 
(drug–disease) 

Similarity constrained probabilistic matrix factorization Matrix Factorization [37] 

VDA-
GKSBMF 

Matlab Bipartite network 
(drug-disease) 

Gaussian kernel similarity bilinear matrix factorization, 
ADMM 

Matrix Factorization [38] 

WRMF Matlab Bipartite network 
(drug-disease) 

Similarity constrained weight regularization matrix 
factorization 

Matrix Factorization [39] 

development of new methods that can improve upon the current 
state-of-the-art. 

Here, we present a comprehensive evaluation of the perfor-
mance, scalability and usability of 28 heterogeneous network-
based drug repositioning methods using 11 datasets. We also 
developed a standardized evaluation process, HN-DRES, for new 

methods. Additionally, we created an interactive website, HN-
DREP, to facilitate user access to evaluation results, selection of 
appropriate drug repositioning methods and datasets, and drug 
repositioning for drugs or diseases of interest. Our evaluation 
provides valuable insights for the development of new methods 
and promotes the advancement of drug repositioning research.
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Table 2: Datasets utilized in this study 

Datasets No. of drugs No. of diseases No. of associations Disease ID Reference 

Fdataset 593 313 1933 OMIM [43] 
Cdataset 663 409 2352 OMIM [33] 
DNdataset 1490 4516 1008 – [44] 
iDrug 1321 3966 111 481 OMIM [30] 
Ydataset 1478 655 8448 OMIM [11] 
LRSSL 763 681 3051 MeSH [45] 
LAGCN 269 598 18 416 MeSH [36] 
SCMFDD_L 1323 2834 49 217 MeSH [36] 
deepDR 1519 1229 6677 MedGen [24] 
HDVD 219 34 455 – [37] 
TLHGBI 1409 5080 1461 – [46]

- indicates that the disease ID in this dataset is missing and is replaced by the disease name. 

RESULTS 
Overview of the involved methods and datasets 
To identify drug repositioning methods based on heterogeneous 
networks, we conducted a systematic literature review of PubMed 
articles published before 30 December 2023, using the search 
terms ‘(drug repositioning method[Title/Abstract]) AND (hetero-
geneous network[Title/Abstract])’, ‘(drug repurposing method 
[Title/Abstract]) AND (heterogeneous network[Title/Abstract])’ 
and ‘(drug reprofiling method[Title/Abstract]) AND (hetero-
geneous network[Title/Abstract])’. We identified 170 methods 
(Supplementary Data 1); however, upon review, we found that 
most were not feasible for practical use due to one or more 
of the following criteria: (i) unavailable or unusable code; (ii) 
predictions not limited to drugs and diseases; (iii) missing material 
(code or data) or (iv) additional inputs needed during algorithm 
execution. Ultimately, our evaluation included 28 methods 
(Table 1, Supplementary Material—Supplementary Note 1). 

To comprehensively evaluate the performance of heteroge-
neous network-based drug repositioning methods, we collected 11 
benchmark datasets, which include all datasets used in existing 
drug repositioning studies (Table 2, Supplementary Material— 
Supplementary Note 2). Fdataset and Cdataset are two widely 
adopted gold standard datasets in method comparison. Specif-
ically, the drugs in most of these datasets are from the Drug-
Bank database [40], while the diseases are from three indepen-
dent and incompatible databases: the Online Mendelian Inheri-
tance in Man (OMIM) database [41], Comparative Toxicogenomics 
Database (CTD) database [42] and MeSH (medical subject head-
ings vocabulary). 

The overall benchmark framework 
We conducted a comprehensive evaluation of the performance, 
scalability and usability of 28 heterogeneous network-based drug 
repositioning methods across 11 existing datasets. Specifically, 
our evaluation strategy comprised three components (Figure 1): 
(i) Performance evaluation: we performed 10-fold cross-validation 
on the results of each method on each dataset and evaluated 
their performance using multiple metrics, including precision, 
recall, F1 score and area under the ROC curve (AUC); (ii) Scala-
bility evaluation: we calculated the running time and peak mem-
ory usage for each method to predict drug-disease association 
results on each dataset; (3) Usability evaluation: we quantified 
the usability of each method using a transparent scoring scheme 
that considered factors such as documentation, ease of use and 
flexibility. 

Additionally, we established a standardized workflow called 
HN-DRES (Heterogeneous Network-based Drug Repositioning 
method Evaluation Snakemake workflow) to simplify the 
evaluation task and assess its output. 

Overall performance 
We categorized the evaluated methods into three main groups 
and applied 10-fold cross-validation to each method on each 
dataset to calculate their respective performance metrics. Addi-
tionally, we assessed the scalability and usability of each method 
to comprehensively evaluate and compare existing drug reposi-
tioning approaches. 

Our findings revealed significant variation in the performance 
of these methods across different datasets, emphasizing the lack 
of a one-size-fits-all approach. Moreover, we did not observe a 
clear correlation among several evaluation criteria. Nevertheless, 
aggregating the evaluation results from the three aspects, our 
overall score (Figure 2B) highlighted that matrix completion or 
factorization methods, such as HGIMC, ITRPCA and BNNR, gen-
erally demonstrated strong performance across the board. How-
ever, it is worth noting that these methods excelled in different 
aspects according to various evaluation criteria. For instance, 
HINGRL, MLMC and HGIMC displayed higher performance, while 
NMFDR, GROBMC and SCPMF exhibited superior scalability. Mean-
while, HGIMC, DRHGCN and BNNR stood out for their usability 
(Supplementary Data 2). We discuss the specifics of each evalua-
tion aspect in detail below. 

Furthermore, we observed that the overall performance of 
drug repositioning methods based on heterogeneous networks 
is not correlated with the network type (bipartite or tripartite). 
There seems to be no straightforward association between the 
effectiveness of the methods and the specific types of networks. 
For example, although the well-performing HGIMC, ITRPCA and 
BNNR methods are bipartite networks, the poorly performing 
LAGCN and ANMF methods are also bipartite networks. 

Method performance 
To assess the predictive performance of the methods, we com-
puted several widely used metrics in the field of drug reposition-
ing and aggregated their scores on different aspects. Three distinct 
metrics were employed to evaluate method performance, each 
offering a unique perspective: AUC, AUPR and F1 score (Figure 3C). 
Based on the overall scores of the three selected metrics, HIN-
GRL (0.892), MLMC (0.876), ITRPCA (0.863) and HGIMC (0.863) 
exhibited the best performance. Conversely, DRIMC (0.416), ANMF
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Figure 1. The overall benchmark framework. 

(0.416), SCMFDD (0.39) and LAGCN (0.38) received comparatively 
lower scores ( Figure 3B, Supplementary Data 2). We observed that 
matrix completion or factorization methods performed better 
overall. However, the performance of different methods varies 
greatly across datasets, and some methods may achieve unex-
pected results on a particular dataset. Therefore, users should try 
different methods on their data, as no single method emerged as 
universally superior across all datasets. 

Among all methods, GROBMC exhibited the highest overall AUC 
score of 0.969, followed by MLMC (0.965), DRIMC (0.959), ITRPCA 
(0.947) and HGIMC (0.945). GROBMC also achieved the highest AUC 
scores on five of the top 10 datasets, including iDrug, SCMFDD-
L, Ydataset, Cdataset and HDVD. Notably, SCMFDD achieved the 
highest AUC score of 0.991 on the TLHGBI dataset and 0.986 on 
the DNdataset; however, its overall score was lower due to less 
favorable performance on smaller datasets, such as an AUC score 
of 0.776 on the HDVD dataset. LAGCN had the lowest overall 
AUC score of 0.836. On the widely used gold standard dataset 
Fdataset, GROBMC, MLMC and DRIMC demonstrated top-tier per-
formance with AUC scores of 0.977, 0.959 and 0.957, respectively 
(Supplementary Data 2, Supplementary Data 3). 

After a comprehensive analysis of the AUC metric obtained 
by the method on all datasets, GROBMC demonstrated the 
highest performance with an AUC score of 0.969. Impressively, 
five out of the top 10 highest AUC scores were attributed to 
GROBMC on the iDrug, SCMFDD-L, Ydataset, Cdataset and HDVD 
datasets. Additionally, MLMC (AUC: 0.965), DRIMC (AUC: 0.959), 
ITRPCA (0.947) and HGIMC (AUC: 0.945) displayed strong AUC 
scores, showcasing their predictive capabilities. Notably, SCMFDD 
achieved the highest AUC of 0.991 on the TLHGBI dataset and an 
impressive AUC of 0.986 on the DNdataset; however, its overall 
score was not as high due to less favorable performance on 
smaller datasets, such as an AUC of 0.776 on the HDVD dataset. 
The LAGCN method attained the lowest overall AUC value at 
0.836 when compared with other methods. On the widely used 
gold standard dataset Fdataset, GROBMC (AUC: 0.977), MLMC 
(AUC: 0.959) and DRIMC (AUC: 0.957) demonstrated top-tier 
performance (Supplementary Data 2, Supplementary Data 3). 

Among all methods evaluated on all datasets, MLMC emerged 
as the top performer overall with an AUPR score of 0.97, followed 
closely by HGIMC (AUPR: 0.957), ITRPCA (0.956), DDA-SKF (AUPR: 
0.95), OMC (AUPR: 0.9444), deepDR (AUPR: 0.941), DRRS (AUPR: 
0.94), BNNR (AUPR: 0.939), VDA-GKSBMF (0.937), NMFDR (AUPR: 
0.934) and DRPADC (AUPR: 0.928). Conversely, LAGCN, DRWBNCF, 
SCMFDD and ANMF exhibited the weakest performance, with 
AUPR scores of 0.26, 0.253, 0.182 and 0.145, respectively. Notably, 
the DRPADC method achieved the highest AUPR score of 0.991 
on the TLHGBI dataset, accounting for 3 of the top 10 AUPR 
scores. Moreover, 8 of the top 10 AUPR scores were observed 
on the larger datasets TLHGBI, DNdataset and iDrug. On the 
widely used gold standard dataset Fdataset, MLMC (AUPR: 0.965), 
ITRPCA (AUPR: 0.963), OMC (AUPR: 0.956) and HINGRL (AUPR: 
0.9515) outperformed the other methods (Supplementary Data 2, 
Supplementary Data 3). 

HINGRL achieved the best overall F1 score of 0.847, followed by 
MLMC (0.692), ITRPCA (0.687), HGIMC (0.686) and DRRS (0.683). 
These methods outperformed the others with commendable 
results. Notably, HINGRL achieved an impressive F1 score of 0.879 
on the gold standard dataset. Conversely, LAGCN exhibited the 
weakest performance across multiple datasets, including deepDR, 
TLHGBI, and DNdataset. DRPADC excelled in F1 performance on 
the TLHGBI, iDrug and Ydataset, but its overall F1 score was 
mid-range. DRIMC exhibited the lowest overall F1 score, with a 
particularly poor F1 score of 0.01 on the gold standard dataset 
Fdataset (Supplementary Data 2, Supplementary Data 3). 

Method scalability 
To evaluate the scalability of the methods, we sequentially 
executed each method on a range of existing datasets from 
small to large, measuring their runtime and peak memory 
consumption. Our experiments revealed that NMFDR, GROBMC, 
SCPMF, WRMF and iDrug exhibited superior overall performance. 
Notably, NMFDR emerged as the fastest and most memory-
efficient method, while LAGCN and ANMF exhibited the worst 
overall scalability. Importantly, most methods demonstrated 
commendable scalability performance. LAGCN, ANMF and
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Figure 2. Characteristics and overall evaluation results of the 28 methods evaluated in this study. (A) We describe the methods according to their 
classification, algorithm and programming language. (B) We integrated the scores of the three indicators of performance, scalability and usability to 
conduct a comprehensive overall evaluation. 

DRHGCN were more sensitive to dataset size in terms of memory 
consumption than other methods. Additionally, the runtimes of 
LAGCN, ANMF, SCMFDD, HNRD, DRHGCN and DRRS were more 
sensitive to dataset size ( Figure 4B, Supplementary Data 3). 

Specifically, NMFDR exhibited the most efficient runtime 
performance, completing the Fdataset in just 10 s and the larger 
iDrug dataset (1321∗3966) in 52 s, comfortably remaining within 
the 1-min threshold. Several other methods, including GROBMC, 
SCPMF, WRMF, MSBMF, HGIMC and iDrug, also displayed favorable 
runtime performance. Conversely, LAGCN, HNRD, DRAGNN and 
DRRS were the most time-consuming methods, with LAGCN 
performing the worst, requiring over 3 h to complete the TLHGBI 
dataset (1409∗5080). Notably, the runtimes of LAGCN, ANMF, 
SCMFDD, HNRD, DRHGCN and DRRS are more time-consuming 
and sensitive to dataset size than those of the other methods 
(Figure 4B, Supplementary Data 3). 

Upon analysis of memory consumption, DDAPRED demon-
strated the lowest memory overhead, performing exceptionally 
well with memory consumption not exceeding 1 GB across 
the Fdataset, Cdataset and LRSSL datasets. DRRS, SCPMF, 

WRMF, NMFDR, MBiRW, DRPADC, VDA-GKSBMF and iDrug 
also exhibited superior memory performance relative to other 
methods. Overall, the memory consumption of most methods 
remained within reasonable limits, without imposing excessive 
memory usage. However, LAGCN and ANMF were notable 
exceptions, displaying relatively high memory consumption that 
increased exponentially with dataset size. For instance, LAGCN’s 
memory usage exceeded 100 GB on the iDrug, DNdataset and 
TLHGBI datasets, while ANMF’s memory consumption on the 
SCMFDD-L (1323∗2834) dataset surpassed 180 GB (Figure 4B, 
Supplementary Data 3). Notably, our findings indicate that 
LAGCN, ANMF and DRHGCN are more sensitive to dataset size, 
resulting in increased memory usage. This is an important 
consideration for users when choosing a method to use, especially 
for large datasets. 

Method usability 
To assess the usability of the methods, we conducted a com-
prehensive evaluation using a transparent checklist that con-
sidered software accessibility, code quality, documentation, error
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Figure 3. Performance results of methods on all datasets. (A) The names of the methods, sorted according to Figure 2. (B) Overall performance score 
of the method. (C) AUC, AUPR and F1 scores of each method on the dataset. 

rates and other relevant factors ( Figure 4C). Our findings revealed 
that most drug repositioning methods met the basic criteria, 
including accessibility, code availability and basic code quality 
(Supplementary Data 2). 

However, we identified significant shortcomings in the docu-
mentation of method usage and the needed dependencies of the 
method execution environment for most methods. In many cases, 
these methods failed to specify the environment needed for their 
execution and lacked comprehensive documentation explaining 
their usage, which could be detrimental to users. Notably, our 
results indicate that only HGIMC and DRHGCN outperformed 
other methods in these aspects. 

Furthermore, several methods, including ANMF, DRAGNN, 
DRWBNCF, MBiRW, SCPMF, WRMF, iDrug, OMC, DRRS and MLMC, 
exhibited execution errors such as out-of-memory errors, 
occurrences of null values and unsupported data formats. 
For example, the ANMF method encountered out-of-memory 
errors or missing values when processing large datasets such 
as iDrug, DNdataset and TLHGBI. Similarly, the SCPMF and WRMF 
methods may trigger out-of-memory errors or missing value 
issues with certain datasets. Additionally, the DRRS method 
encountered unspecified errors when applied to the HDVD 
dataset. 

Overall, our findings highlight the importance of considering 
method quality and usability in the field of drug reposition-
ing. While method availability does not directly correlate with 
method performance, methods with poor usability can be dif-
ficult and time-consuming to use, which can impede research 
progress. 

HN-DREP web server tutorial 
To facilitate access to the results of our study and to assist 
researchers in selecting the most appropriate methods for their 
specific needs, as well as in making drug repositioning predictions 
for the drugs or diseases of interest, we have developed an online 
tool, HN-DREP, which provides users with a free online service. 
Below is a brief overview of how to use HN-DREP. 

The home page provides an overview of HN-DREP,  its  frame-
work and statistics (Figure 5A). The Browse page lists the methods 
and datasets used in the study, along with their basic infor-
mation (Figure 5B). The evaluation page presents the results of 
the method evaluation, including performance, scalability and 
usability (Figure 5C). Clicking on a method will direct users to its 
details page, which includes basic information, specific evalua-
tion results on a particular dataset and the method’s prediction

D
ow

nloaded from
 https://academ

ic.oup.com
/bib/article/25/3/bbae172/7655597 by guest on 22 April 2024

https://academic.oup.com/bib/article-lookup/doi/10.1093/bib/bbae172#supplementary-data


8 | Li et al.

Figure 4. Method scalability and usability. (A) The names of the methods, sorted according to Figure 2. (B) The runtime and peak memory usage of 
each method on each dataset. (C) Usability of each method, including the reasons for errors and the error rates. 

results. The Prediction page allows users to query for drug or 
disease predictions, and its Prediction Details page provides basic 
information about the selected entry, including the predicted drug 
or disease associated with it ( Figure 5D). Finally, the Download 
page allows users to download the dataset, the drug-disease 
information it contains and the prediction results of the methods 
in the dataset (Figure 5E). 

DISCUSSION 
Summary of the study 
In this investigation, we collated and screened 28 drug reposi-
tioning methods, as well as 11 datasets that have been utilized 
in extant drug repositioning studies. On this foundation, we con-
ducted a comprehensive and systematic benchmark assessment 
of these drug repositioning methods. In addition to evaluating 
the methods’ performance, we also assessed the scalability and 
usability of each method. Based on the results of our evaluation, 
in this work, we provide a stage-by-stage overview of the existing 
drug repositioning methods. We highlight methods demonstrat-
ing superior performance and underscore certain limitations in 

the extant drug repositioning approaches. These findings can 
offer valuable insights and guidance to researchers and develop-
ers working in the field of drug repositioning. 

Explanations for the method’s superior 
performance and some of our research findings 
Our investigation reveals that methods in the category of matrix 
completion or factorization demonstrate noteworthy overall per-
formance superiority; we attribute this to the limitations of tradi-
tional machine learning methods, which rely heavily on labeled 
samples within datasets [12, 16, 32]. In practical applications, 
acquiring stable sample data is often challenging, constraining 
the effectiveness and ability of these methods. Additionally, tradi-
tional machine learning methods are highly dependent on input 
data and feature extraction, making them less practical for real-
world applications [14]. During the network propagation process 
in network propagation-based methods, information resources 
tend to favor edges with higher weights, which deprives nodes 
lacking associated information of resources for extended periods, 
resulting in the ‘cold-start problem’ [14]. This issue can affect the 
accuracy of the prediction results.
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Figure 5. The interfaces of the web server: (A) the homepage, (B) methods and datasets, (C) evaluation page and its detail page, (D) prediction page and 
its detail page and (E) download page. 

In contrast, matrix completion or matrix factorization methods 
use ‘submatrix simulation’ techniques, which are more flexible in 
integrating a priori information and do not rely heavily on prede-
fined labels or negative samples. Instead, these methods extract 
implicit patterns from existing data matrices, capture the original 
matrix information through submatrices and generate low-rank 
simulation matrices to fill in the missing portions of the original 
association matrices [ 14, 34]. This approach does not require prior 
knowledge of extensive association information for predictions 
and has the advantages of adapting to sparse data, adapting 
to heterogeneous data, and scalability. Moreover, compared with 
other methods, matrix completion or matrix factorization meth-
ods consider all the main eigenvalues of the adjacency matrix and 
its associated eigenvectors [13], which reduces the redundancy of 
the model and enables mining of the association features between 
multiple similarity and association matrices [20, 32]. 

Our investigation revealed an unexpected absence of corre-
lation between the efficacy of methods and the nature of the 
networks employed. Contrary to the conventional wisdom that 
tripartite networks, presumed to encapsulate more biologically 
significant information than bipartite networks, would facilitate 
more accurate predictions. However, our evaluation demonstrates 
that the distinction in performance between methods based on 
bipartite and tripartite networks is negligible. 

Nevertheless, it is noteworthy that the efficacy of a method 
varies significantly across diverse datasets, underscoring the 
absence of a one-size-fits-all approach. Network propagation-
based methods are advantageous in terms of computational 
efficiency [15]. Contrary to prior research [10], our study suggests 

that machine learning-based drug repositioning methods may 
consume more time and memory resources than methods such 
as matrix completion or factorization. The reproduction of 
drug repositioning methods based on heterogeneous networks 
frequently faces obstacles, including the absence of necessary 
documentation for software installation or setting up the execu-
tion environment, missing code or input data, non-operational 
code, and the requirement for additional inputs beyond hetero-
geneous network data during the method’s execution process. 
It might be possible to address these challenges by creating 
a Docker image that ensures the method is operational. This 
strategy provides a straightforward way for editors or reviewers 
to determine the reproducibility of the method. A substantial 
proportion of methods lacked comprehensive documentation, 
failing to provide users with a detailed explanation of the 
method or clear instructions for establishing the necessary 
execution environment and reproducing the methods. Moreover, 
in many cases, researchers have unreasonably compared the 
performance of their published methods with the perfor-
mance of other methods, selectively choosing the metrics or 
datasets in which their methods performed best, resulting 
in the biased outcome that their own methods tend to be 
superior [47]. 

Notably, the lack of gold standard datasets in drug reposition-
ing and the translation of theoretical computational models into 
practice remain significant challenges [30, 48]. Although Gottlieb 
et al. [43] attempted to provide such datasets for practical use, 
they are outdated and incomplete. The application of standard-
ized evaluation metrics and datasets is critical in this rapidly
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evolving field of research, and new efforts are needed in this 
area [4]. 

Guidance on method selection and our offerings 
Based on our assessment, we recommend that users carefully 
consider the specific characteristics of their dataset and research 
requirements when selecting a method. The optimal choice may 
not necessarily be the method with the highest performance but 
rather one that strikes a balance between performance, scalabil-
ity and usability. To facilitate access to our collected methods, 
datasets and evaluation results, we developed an online platform, 
http://hn-drep.lyhbio.com/), which reduces the data collection 
burden on researchers and enables method selection based on 
individual user needs. Additionally, we offer drug repositioning 
prediction services to the public. We hope that our work will aid 
researchers and accelerate the advancement of drug repositioning 
research. 

The shortcomings of our research 
Despite providing a systematic evaluation of extant drug reposi-
tioning methods, our study has some limitations. For example, it 
did not encompass drug target association prediction methods, 
and the evaluation metrics focused primarily on AUC, AUPR and 
F1 scores, potentially overlooking other relevant performance 
metrics. Furthermore, the assessment of method time and 
memory consumption on different datasets may introduce noise, 
which could limit the accuracy of measuring method portability 
and potentially introduce bias. 

Challenges and suggestions in drug 
repositioning 
In view of the burgeoning research interest in drug repositioning 
methods, our study highlights several key challenges: 

(1) In focusing on performance enhancement, developers 
should also prioritize the scalability, usability and documentation 
of their methods, alongside providing user-friendly execution 
environment tutorials, as these aspects collectively contribute 
significantly to the quality of publications. 

(2) New method development should involve rigorous and com-
prehensive comparisons with existing high-performing methods, 
using diverse real datasets to advance the field and enhance 
method applicability. 

(3) Leveraging multiomics data, high-throughput technologies 
and up-to-date databases is essential for developing new methods 
that can harness the wealth of available information to improve 
the accuracy and reliability of drug-disease associations in com-
putational drug repositioning. 

(4) The small size of the dataset limits its ability to discrimi-
nate between the different drug repositioning methods based on 
heterogeneous networks. 

MATERIALS AND METHODS 
Preprocessing 
Drug similarity metrics were calculated based on chemical struc-
tures, ATC codes, side effects, drug–drug interactions and tar-
gets. Information on chemical structures, ATC codes, drug–drug 
interactions and targets was extracted from DrugBank, while 
side effect data were extracted from the SIDER [49] database. 
Drug chemical structure similarity was calculated using the R 
package RCDK [50], relying on SMILES files. ATC code similarity 
was calculated using the inverse document frequency and cosine 
similarity methods introduced by Kastrin et al. [51]. The similarity 

of side effects, drug–drug interactions and targets was computed 
using the Jaccard similarity coefficient [52]. 

For diseases, the disease phenotype similarity matrix was 
downloaded from the MimMiner database [53]. Disease ontology 
data were sourced from the Disease Ontology database [54] and  
processed using the R package DOSE [55] to generate the disease 
ontology similarity matrix. 

Evaluation framework 
All aforementioned methods are evaluated using a common 
evaluation pipeline. The importance of using multiple per-
formance metrics to compare models or methods has been 
repeatedly emphasized and acknowledged [47, 56]. Therefore, 
to systematically evaluate the performance of drug repositioning 
methods, we evaluate each method using the following criteria 
(Supplementary Material—Supplementary Note 3). 

The area under the receiver operating characteristic curve 
(AUC), the area under the precision–recall curve (AUPR) and the 
F1 score are widely used in bioinformatics research to evaluate 
the overall performance of drug repositioning methods [4]. We 
performed 10-fold cross-validation to evaluate the performance 
of each method using the Python package scikit-learn to calculate 
AUC, AUPR and F1 values. 

For each method, a prediction score matrix is generated upon 
completion of the method’s execution. Subsequently, a confusion 
matrix can be derived from this score matrix and the correspond-
ing labels. For each specific ranking threshold, we calculate the 
values of true positive (TP), false-negative (FN), false-positive (FP) 
and true negative (TN). TP and TN indicate the correct identifica-
tion of positive and negative samples, respectively, while FP and 
FN represent the incorrect identification of positive and negative 
samples. By varying the ranking threshold, the true positive rate 
(TPR), false-positive rate (FPR), precision, and recall can be calcu-
lated to construct the ROC curve and the precision-recall curve for 
visual comparison of method performance [57]. Ultimately, AUC, 
AUPR and F1 can be calculated and used to evaluate the overall 
performance of the drug repositioning method. 

TPR
(
or Recall

) = 
TP 

TP + FN 

FPR = 
FP 

FP + TN 

Precision = 
TP 

TP + FP 

F1 score = 
2 × Precision × Recall 

Precision + Recall 

To assess the scalability of each method, we measured the 
peak memory usage and runtime consumption on each dataset 
using the ‘/usr/bin/time’ command on Linux and Snakemake’s 
benchmark directive. It is important to note that memory and 
time consumption estimates can vary considerably due to inher-
ent noise, so the averages presented in this study are approximate. 

We used the transparent scoring scheme proposed by Yvan 
et al. [58] to quantify the usability of each method, considering 
availability, documentation, code quality and publication in a 
peer-reviewed journal (Supplementary Data 4). Issues related to 
installation and code availability are widespread in the field of 
bioinformatics [59]. Although not directly tied to method perfor-
mance, evaluating quality and user-friendliness is also crucial.
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Score aggregation 
To comprehensively assess the overall performance of each 
method, we aggregated the scores of the three different aspects 
mentioned above. For memory and time consumption, we first 
standardized the values of the different methods on the same 
dataset by transforming them to a standard normal distribution. 
We then used a probability density function to transform these 
values to the range of [0, 1]. Next, we calculated the arithmetic 
mean of the scores within each of the three aspect groups. Finally, 
to obtain a combined total score for the performance evaluation, 
we calculated the arithmetic mean of all the scores. 

Method execution 
Each execution of a method on a dataset was performed in a 
pipeline. All benchmarking tasks were conducted on an Ubuntu 
Linux server with dual CPUs. The server was equipped with 
Intel(R) Xeon(R) Gold 6148F CPUs running at 2.40 GHz, 192 GB 
of RAM, and Linux version 4.15.0-197-generic. Furthermore, the 
server was equipped with two Tesla P100 GPUs, each possessing 
16 GB of memory. 

Web server development 
To facilitate researchers’ access to the results of our comprehen-
sive evaluation of various methods for selecting the most suit-
able approach for their research and to offer drug repositioning 
prediction services to the broader community, we have developed 
an online web tool called HN-DREP, which is freely accessible at 
http://hn-drep.lyhbio.com/home. 

HN-DREP is a B/S (Browser/Server) architecture web application 
that follows a front-end/back-end separation model to enhance 
system usability, security and maintainability. The front-end 
of HN-DREP utilizes the React framework, a popular JavaScript 
library for developing user-friendly interfaces. Meanwhile, the 
back end relies on the industry-standard LNMP (Linux, Nginx, 
MySQL, PHP) technology stack, enhanced by the integration of 
the Redis cache and the ElasticSearch search engine to improve 
system responsiveness. Our entire system is deployed within 
Kubernetes for efficient management and scalability. 

Key Points 
• For the first time, a comprehensive evaluation of drug 

repositioning methods based on heterogeneous net-
works has been conducted, providing direction for 
method selection and new method development. 

• A new evaluation workflow has been designed and 
implemented to rigorously evaluate drug repositioning 
methods based on heterogeneous networks, providing a 
standardized framework for researchers to evaluate new 
methods. 

• To improve accessibility and usability, a user-friendly 
web interface has been developed that allows 
researchers to easily access evaluation results, download 
evaluated methods and datasets, and perform drug 
repositioning predictions for drugs or diseases of 
interest. 
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